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1 Definition of the Smale horseshoe map
Consider a map f , from the square D having sides of unit length into R2:

f : D→ R2,D = (x,y) ∈ R2 | 0≤ x≤ 1,0≤ y≤ 1

which contracts the x-direction, expands the y-direction, and folds D around, lay-
ing it back on itself:
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and with 0< λ< 1/2,µ> 2. (Note: the fact that on H1 the matrix elements are
negative means that in addition to being contracted in the x-direction by a factor
λ and expanded in the y-direction by a factor µ, H1 is also rotated 180◦.)

Additionally, it follows that f−1 acts on D as shown below, taking the "verti-
cal" rectangles V0 and V1 to the "horizontal rectangles" H0 and H1 respectively.
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We note the following property of f :

By "vertical/horizontal rectangle" we mean a rectangle in D whose sides par-
allel to the y/x axis (respectively) have length one. The proof idea is as below, full
proof may be found in Wiggins.
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2 Construction of the invariant set
We will now geometrically construct the set of points Λ which remain in D under
all possible iterations by f ; thus Λ is defined by

· · ·∩ f−n(D)∩·· ·∩ f−1(D)∩D∩ f (D)∩·· ·∩ f n(D)∩·· ·

or
∞⋂

n=−∞

f n(D).

Denote Λ+ =
∞⋂

n=0
f n(D) and Λ− =

0⋂
n=−∞

f n(D). We have Λ = Λ+∩Λ−. We

construct each of the invariant sets (forward and backward) separately, by induc-
tion, and then determine the limit. In order to keep track of the iterates of f at
each step of the inductive process, let S = {0,1} be an index set, and let si denote
one of the two elements of S, i.e., si ∈ S, i = 0, ±1, ±2, · · · .
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2.1 The set Λ+

D∩ f (D)∩ f 2(D): Following some manipulations, it can be written as
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So you can see we get 4 = 22 vertical stripes of width λ2.

D∩ f (D)∩ f 2(D)∩ f 3(D): Using the same reasoning as in the previous steps,
this set consists of eight vertical rectangles, each having width λ3:
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Inductively, we can show that

An important observation concerning the nature of this construction process:
at the kth stage, we obtain 2k vertical rectangles, and each vertical rectangle can be
labeled by a sequence of 0’s and 1’s of length k. The important point to realize is
that there are 2k possible distinct sequences of 0’s and 1’s having length k and that
each of these is realized in our construction process; thus, the labeling of each
vertical rectangle is unique at each step. This fact follows from the geometric
definition of f and the fact that V0 and V1 are disjoint. (This is unlike f (x) = 2x
mod 1.)

Inductively, we can show that
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Each vertical line can be labeled by a unique infinite sequence of 0’s and 1’s
as mentioned above.

2.2 The set Λ−

In a similar manner, we have for the backward sets:
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D∩ f−1(D)∩ f−2(D):

D∩ f−1(D)∩ f−2(D)∩ f−3(D):

Continuing this procedure, at the kth step we obtain D∩ f−1(D)∩·· ·∩ f−k(D),
which consists of 2k horizontal rectangles each having width 1/µk, where again
each rectangle is labeled uniquely by a sequence of 0’s and 1’s of length k.
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Taking the limit k→ ∞, we get an infinite set of horizontal lines, each line
labeled uniquely by 0’s and 1’s:
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Therefore, we see that the unique sequence of 0’s and 1’s we have associated
with p contains information concerning the behavior of p under iteration by f .
In particular, the sk-th element in the sequence associated with p indicates that
f k(p) ∈ Hsk .
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3 Symbolic Dynamics
Notice that for the bi-infinite sequence of 0’s and 1’s associated with any p∈Λ, the
decimal point separates the past iterates from the future iterates; thus, the sequence
of 0’s and 1’s associated with f k(p) is obtained from the sequence associated with
p merely by shifting the decimal point in the sequence associated with p k places
to the right if k is positive or k places to the left is k is negative. More accurately:

You can find the proof at the end of the document or in Guckenheimer and
Holmes.
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To summarize, we have:

where the last part of the theorem is a result of the robustness of the horseshoe
map - see more in (GH).
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Appendix - Proof of conjugacy between the shift map
and the horseshoe map (GH)
Notice we used H0 and H1 whereas here they use H1 and H2, and we denoted the
square D instead of S - everything is of course equivalent...
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